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Abstract—Recently, the principal component pursuit has received increasing attention in signal processing research ranging from source separation to video surveillance. So far, all existing formulations are real-valued and lack the concept of phase, which is inherent in inputs such as complex spectrograms or color images. Thus, in this letter, we extend principal component pursuit to the complex and quaternionic cases to account for the missing phase information. Specifically, we present both complex and quaternionic proximity operators for the ℓ₁- and trace-norm regularizers. These operators can be used in conjunction with proximal minimization methods such as the inexact augmented Lagrange multiplier algorithm. The new algorithms are then applied to the singing voice separation problem, which aims to separate the singing voice from the instrumental accompaniment. Results on the iKala and MSD100 datasets confirmed the usefulness of phase information in principal component pursuit.

Index Terms—Quaternions, principal component, pursuit algorithms, source separation.

I. INTRODUCTION

In recent years, robust principal component analysis (RPCA) [1] has been quite successful in various signal processing applications including source separation, face recognition, and video surveillance [2]–[5]. RPCA works by decomposing an input matrix \( X \in \mathbb{R}^{m \times n} \) into a low-rank matrix \( A \) plus a sparse matrix \( E \):

\[
\min_{A,E} \text{rank}(A) + \lambda \| E \|_0 \quad \text{s.t.} \quad X = A + E. \tag{1}
\]

Unfortunately, the above formulation is NP-hard. Hence, the principal component pursuit (PCP) [1] instead solves the following relaxed problem:

\[
\min_{A,E} \| A \|_* + \lambda \| E \|_1 \quad \text{s.t.} \quad X = A + E, \tag{2}
\]

where \( \| \cdot \|_* \) is the trace norm (sum of singular values), \( \| \cdot \|_1 \) is the entrywise \( \ell_1 \)-norm, \( \lambda \) is a positive parameter which is set to \( k/\sqrt{\max(m,n)} \), and \( k \) denotes the trade-off between the rank of \( A \) and the sparsity of \( E \) [1], [2]. Under weak conditions and \( k = 1 \), it has been proven that PCP has a high probability to exactly recover the low-rank and sparse components [1], although \( k \) can be adjusted if the conditions are violated.

Most implementations of PCP are based on proximal minimization [6] which is an extension of gradient projection in the nondifferentiable case. The proximity operator of a function \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) is defined as [6]

\[
\text{prox}_f z = \arg \min_x \left( \frac{1}{2} \| z - x \|_2^2 + f(x) \right), \quad x \in \mathbb{R}^p. \tag{3}
\]

with closed-form solutions such as the soft-thresholding [7] and singular value thresholding [8] operators for the \( \ell_1 \)- and trace-norm regularizers, respectively. The resulting PCP algorithm in [1] is based on the well-known inexact augmented Lagrange multiplier algorithm (IALM), which has good convergence guarantees [9]. Their algorithm looks exactly like Algorithm 1 below, except that the input matrix \( X \) is real.

A. Related Work

The objective of the singing voice separation (SVS) problem is to separate the singing voice component from an audio mixture containing both the singing voice and the instrumental accompaniment. First proposed in [2], PCP-SVS [2], [3], [10], [11] assumes that the magnitude spectrogram of pop music can be decomposed via (2) into a low-rank instrumental component \( A \) and a sparse voice component \( E \). This assumption is based on the premise that the instrumental accompaniment is usually repetitive (hence low-rank), while the vocalist can only sing one note at a time (hence sparse). Then, the separated components are reconstructed using overlap-add with the original phases in the mixture (see Fig. 1). As PCP-SVS decomposes entire spectrograms instead of individual frames, it is able to exploit statistical redundancies at both the local and global time scales. This approach assumes that the magnitude spectrograms are additive; however, prior to the invention of PCP-SVS, King and Atlas [12] has already demonstrated that magnitude additivity does not hold when the phases differ. Furthermore, research in parametric spatial audio [13] suggests that inter-channel (stereo) phase might also be important. Motivated by these observations, we aim to extend PCP to the complex and quaternion domains. More specifically, by solving for relevant proximity operators in these domains, the extended PCP will be able to preserve not only the spectral phase but inter-channel phase as well. We hypothesize that the preserved phase will improve the performance of signal processing applications such as SVS.

Although there have been some work on quaternion PCA [14], [15], a quaternion version of RPCA has not been established. An implementation of the quaternion singular value
Our contributions in this paper are twofold. First, we will derive and show the properties of the quaternionic Frobenius norm \( \|A\|_F = \sqrt{\text{tr}(A^*A)} \) satisfies [18]:

\[
\|A\|_F = \sqrt{\sum_i \sigma_i^2(A)} = \sqrt{\frac{1}{2} \sum_i \sigma_i^2(\chi(A))},
\]

where \( \sigma_i(\cdot) \) denotes the singular values in any order.

III. COMPLEX AND QUATERNIONIC PCP

In this section, we will extend the real PCP to the complex and quaternionic cases. As the complex numbers are a subset of the quaternions, we only need to prove the quaternion case.

A. Derivation of Proximity Operators

We begin by extending the proximal operator itself.

Theorem 1. The proximity operator (3) can be extended to the quaternion and complex cases via:

\[
\text{prox}_F z = \arg \min_x \left\{ \frac{1}{2} \| z - x \|_2^2 + f(x) \right\}, \ x \in F^p,
\]

where \( F \) is \( \mathbb{H} \) or \( \mathbb{C} \).

Proof. One approach is to transform the quaternionic vectors into real vectors, then invoke (3) after compensating for any possible differences inside \( f(x) \). We can use the real isomorphism from the vectorization of (5) for this. Due to the definition of the quaternion magnitude, \( \frac{1}{2} \| z - x \|_2^2 \) is invariant under this transformation, so we can (and will) equivalently extend the domain of \( f \) to \( \mathbb{H}^p \) without needing to adjust \( f(x) \) in what follows. This completes the proof.

We now treat the \( \ell_1 \)- and trace-norm regularizers in turn.

Theorem 2. The proximity operator for the quaternionic and complex \( \ell_1 \) regularizers \( \lambda \|X\|_1 \), where the \( \ell_1 \)-norm operates entrywise, is:

\[
\text{prox}_{\lambda \| \cdot \|_1} z = \left( 1 - \frac{\lambda}{\|z\|_1} \right) z, \ z \in F^p,
\]

where \( F \) is \( \mathbb{H} \) or \( \mathbb{C} \) and \( z = \text{vec} \ Z \).
Proof. It is a known result [21] that the quaternionic lasso
\[ \min_a \frac{1}{2} \| x - Da \|^2_F + \lambda \| a \|_1, \quad x \in \mathbb{H}^m, \ a \in \mathbb{H}^n, \] (9)
with \( D \in \mathbb{R}^{m \times n} \), is equivalent to the group lasso [22]
\[ \min_A \frac{1}{2} \| X - DA \|^2_F + \lambda \| A \|_{1,2}, \quad X \in \mathbb{R}^{m \times 4}, \ A \in \mathbb{R}^{n \times 4} \] (10)
via the transformation in (5). By setting \( D = I \) in (9–10) and assigning each quaternion vector element to its own group, we get from [22] the required proximity operator for the quaternionic \( \ell_1 \)-norm regularizer.

Perhaps not surprisingly, (8) looks exactly the same as the soft-thresholding operator [7] which is the corresponding operator in the real case. Note that the complex and quaternionic soft-thresholding operators already exist [23], [24], but they are not solved in the proximal form above. More recently, the proximity operator for the complex \( \ell_1 \)-norm is:
\[ \text{prox}_{\lambda || \cdot ||_1}(X) = \text{soft-thresholding}(\text{vec}(X)) \]
where Lemma 3 is invoked on the penultimate line. The last line is due to the original von Neumann trace inequality [26] and a proof in [27] to the quaternionic case.

**Lemma 3.** For any two compatible quaternionic matrices, the von Neumann trace inequality also holds:
\[ \text{Re} \ tr(A^*B) \leq \sum_i \sigma_i(A) \sigma_i(B), \] (11)
where the singular values \( \sigma_i(\cdot) \) are in a nonincreasing order.

**Proof.** By the properties of the complex matrix isomorphism (4), we have the following:
\[
\text{Re} \ tr(A^*B) = \frac{1}{2} tr(\chi(A^*B)) \\
= \frac{1}{2} tr(\chi(A)^*\chi(B)) \\
\leq \frac{1}{2} \sum_i \sigma_i(\chi(A))\sigma_i(\chi(B)).
\] (12)
The last line is due to the original von Neumann trace inequality [26]. Since \( \chi(A) \) outputs each singular value twice, we have \( \text{Re} \ tr(A^*B) \leq \sum_i \sigma_i(A)\sigma_i(B) \) in the quaternionic case too. To our best knowledge, this result is new.

**Theorem 4.** The proximity operator for the trace-norm regularizer \( \lambda \sum_i \sigma_i(X) \) is:
\[ \text{prox}_{\lambda \| \cdot \|_1}(X) = \text{vec}(U(\Sigma - \lambda)_{+}V^*), \quad z \in F^p, \] (13)

where \( z = \text{vec} \ Z, \ U \Sigma V^* \) is the SVD of \( Z \) with singular values \( \Sigma_{ii} = \sigma_i(Z) \) in a nonincreasing order, and \( F \) is \( \mathbb{H} \) or \( \mathbb{C} \).

**Proof.** The real case has been proven in [27]. This proof is virtually identical to the real case except that we are additionally endowed with Lemma 3, which allows us to extend the results to the complex and quaternionic cases. By (6), and the Euclidean inner product identity \( \langle z - x, z - x \rangle = \langle z, z \rangle - 2 \langle z, x \rangle + \langle x, x \rangle \), which is valid because of the real vector isomorphism, we can deduce that:
\[
\| Z - X \|^2_F + \lambda \sum_i \sigma_i(X) \\
= \sum_i \sigma_i^2(Z) - 2 \langle Z, X \rangle + \sum_i \sigma_i^2(X) + \lambda \sum_i \sigma_i(X) \\
\geq \sum_i \sigma_i^2(Z) - 2 \sum_i \sigma_i(Z)\sigma_i(X) + \sum_i \sigma_i^2(X) + \lambda \sum_i \sigma_i(X) \\
= \sum_i (\sigma_i(Z) - \sigma_i(X))^2 + \lambda \sum_i \sigma_i(X),
\] (14)
where Lemma 3 is invoked on the penultimate line. The last line can be seen as \( \| \sigma(Z) - \sigma(X) \|^2_F + \lambda \| \sigma(X) \|_1 \) which can be minimized by the soft-thresholding function (16).

**Algorithm 1** Complex and Quaternionic PCP via IALM
\[ X = F^{m \times n}, \ F \in \{ \mathbb{H}, \mathbb{C} \}, \lambda \in \mathbb{R}, \mu \in \mathbb{R}^\infty \]
**Input:** \( A, E_k \)
1: Let \( E_1 = 0, \ Y_1 = X/ \max (\| X \|_2, \lambda^{-1}\| X \|_\infty) \), \( k = 1 \)
2: while not converged do
3: \( A_{k+1} \leftarrow \text{prox}_{\lambda \mu \| \cdot \|_1}(X - E_k + \mu_k^{-1}Y_k) \)
4: \( E_{k+1} \leftarrow \text{prox}_{\lambda \mu \| \cdot \|_1}(X - A_{k+1} + \mu_k^{-1}Y_k) \)
5: \( Y_{k+1} \leftarrow Y_k + \mu_k(X - A_{k+1} - E_{k+1}) \)
6: \( k \leftarrow k + 1 \)
7: end while

B. The Extended PCP Formulation

Finally, we define the complex and quaternionic PCP as:
\[ \min_{A,E} \| A \|_F + \lambda \| E \|_1 \quad \text{s.t.} \quad X = A + E, \] (15)
where \( X \in \mathbb{C}^{m \times n} \) for the complex PCP and \( X \in \mathbb{H}^{m \times n} \) for the quaternionic PCP. This can be solved by the same algorithms from [9], except that the soft-thresholding function:
\[ S_\lambda(x) = \left\{ \begin{array}{ll} x - \lambda, & \text{if } x > \lambda, \\ x + \lambda, & \text{if } x < -\lambda, \\ 0, & \text{otherwise} \end{array} \right. \] (16)
should be changed to \( \text{prox}^\mathbb{H}_{\lambda \mu \| \cdot \|_1}(z) \) and \( \text{prox}^\mathbb{C}_{\lambda \mu \| \cdot \|_1}(z) \) for the quaternionic and complex PCP, respectively. The inexact augmented Lagrange multiplier (IALM) adaptation is shown in Algorithm 1.

IV. EXPERIMENTS

We will use the SVS task to compare the real, complex and quaternionic versions of PCP. Specifically, we will evaluate the effects of the following three levels of phase-informedness on source separation performance:
- Real PCP (no phases);
- Complex PCP (spectral phase only);
- Quaternionic PCP (spectral and inter-channel phases).
A. Experimental Setup

Our evaluation employs two source separation competition datasets, the iKala [11] (MIREX) and MSD100\(^1\) (SiSEC) datasets. The iKala dataset contains 252 30-second mono clips, whereas the MSD100 dataset contains 100 full stereo songs with durations ranging from 2'22" to 7'10". To reduce computations, we use only 30-second fragments (1'45" to 2'15") from each MSD100 song. The choice of this time period is informed by the fact that this is the only period where all 100 songs contain vocals. Evaluation is done with BSS Eval Version 3 [28], which calculates the source-to-distortion ratio (SDR), source-to-interference ratio (SIR), and source-to-artifact ratio (SAR) [28] for both the instrumental (A) and vocal (E) parts. For stereo signals, we additionally have the source-image-to-spatial-distortion ratio (ISR). From SDR we calculate the normalized SDR (NSDR) [29] by SDR(\(\hat{v}, v\)) − SDR(x, v), where \(\hat{v}\) is the separated voice part, \(v\) is the original clean voice, and \(x\) is the original mixture. The NSDR for the instrumental part is calculated in the same manner. The NSDR can be interpreted as the improvement in SDR using the mixture itself as the baseline. Finally, we aggregate the performance over all clips by taking the weighted average, with weight proportional to the length of each clip [29]. The resulting measures are denoted as GNSDR, GSAR, GSIR, GISR, and GSAR, respectively. For these measures, a larger value means better. GNSDR and GSAR are the most important as they measure the overall distortion [28].

Both datasets are downsampled from 44 100 Hz to 22 050 Hz to reduce memory usage. The singing voice and instrumental accompaniment are mixed at 0 dB signal-to-noise ratio. Our main setup is identical to Fig. 1. We use a short-time Fourier transform (STFT) with a 1 411-point Hann window with 75% overlap as in [11]. For real and complex PCP, the two-channel stereo mixtures are further downmixed into a single mono channel. In the real case, the magnitude part is fed into PCP and the separated parts are reconstructed via inverse STFT using the original phase [2]; in the complex case, the complex spectrogram is fed directly into complex PCP and reconstructed without phase substitution. Finally, in the quaternionic case, the stereo signal is represented using the quaternion format \(\mathbb{L} + R\mathbb{J}\), where \(\mathbb{L}\) and \(\mathbb{R}\) contain the complex spectrograms for the left and right channels, respectively. The value of \(k\) (i.e., the trade-off between the trace norm and the \(\ell_1\)-norm) is empirically determined to be 1.5 for the iKala dataset and 3 for the MSD100 dataset.\(^2\)

<table>
<thead>
<tr>
<th>A</th>
<th>3.30</th>
<th>3.70</th>
<th>3.56</th>
<th>3.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>3.30</td>
<td>3.70</td>
<td>3.56</td>
<td>3.70</td>
</tr>
<tr>
<td>C</td>
<td>3.30</td>
<td>3.70</td>
<td>3.56</td>
<td>3.70</td>
</tr>
<tr>
<td>D</td>
<td>3.30</td>
<td>3.70</td>
<td>3.56</td>
<td>3.70</td>
</tr>
</tbody>
</table>

B. Results and Analysis

Results for the iKala and MSD100 datasets are shown in Tables I and II, respectively. Twenty-eight one-tailed paired t-tests are performed to determine whether Complex > Real and Quaternion > Complex (all with \(p < 0.05\) after Bonferroni correction, except the daggered ones which are insignificant). For GNSDR and GSAR, complex PCP clearly outperformed real PCP on both datasets. Furthermore, for the instrumental part of the MSD100 dataset, quaternionic PCP performed better than its complex counterparts on all five measures. This means that, with the exception of quaternionic voice, the more phase-informed the better the separation. We can see that stereo phase is useful for the quaternionic instrumental part, where GISR significantly outperforms its complex counterpart, suggesting a superior spatial (stereo) reconstruction. The lack of performance in the quaternionic voice case is probably a drawback of the PCP formulation (15), where the \(\ell_1\)-norm is intrinsically phase-removing and we can only rely on the trace norm for phase preservation. Further work is required to improve this. However, judging from a noise removal perspective, this paper is already useful for singing voice removal applications.

V. Conclusions

We have extended the PCP formation of RPCA, first by introducing the notion of complex and quaternionic proximity operators, then by adapting the proximity operators of the \(\ell_1\)- and trace-norm regularizers to the complex and quaternionic cases. Apart from the complex \(\ell_1\)-norm case [25], all of the proposed proximity operators are new. Our extensions are phase-preserving and can be used in a wide range of signal processing applications including audio source separation. Evaluation on the iKala and MSD100 datasets showed that the preserved phase information would increase SVS performance. Other PCP-SVS variants, such as RPCAh [10], RPCA-F0 [3], and VD-RPCA [30] are all real-valued so our extended formulation here can potentially improve their performance. We also expect the quaternionic PCP to work for color face recognition [1], [14], because it is based on a noise removal paradigm so the E part is irrelevant.

| Table I | RESULTS FOR iKALA INSTRUMENTAL (A) AND VOCAL (E), IN dB |
|---|---|---|---|---|
| GNSDR | GSAR | GSIR | GSAR |
| Real | A | 3.98 | 0.11 | 1.33 | 9.65 |
| Complex | E | 2.41 | 6.36 | 11.17 | 9.46 |

| Table II | RESULTS FOR MSD100 INSTRUMENTAL (A) AND VOCAL (E), IN dB |
|---|---|---|---|---|
| GNSDR | GSAR | GSIR | GSAR |
| Real | A | 3.57 | 8.92 | 13.18 | 10.78 | 22.13 | 0.28 |
| Complex | E | 3.30 | 9.05 | 14.32 | 2.82† | 10.65† | 23.03 | 0.63 |
| Quaternion | A | 3.70 | 10.35 | 18.91 | 10.71 | 23.25 | 0.57† |
| E | 3.15† | −1.38† | 2.75† | 8.32† | 0.57† |

\(^1\)http://corpus-search.nii.ac.jp/sisec/2015/MUS/MSD100_2.zip
\(^2\)Our implementation is available at http://mac.citi.sinica.edu.tw/ikala/code.html which contains all the code to reproduce the results.
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